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Part I: Markov Decision Process (MDP)



Definition
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Markov property: Current state completely characterizes the state of the world.

State = {0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15}

Action = {up, down, left, right}

Reward = -1 for all transitions



Policies and Value Functions
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Policy: ways of acting. It is a mapping from states to probabilities of selecting each 
possible action.

Reinforcement learning methods specify how the agent’s policy is changed as a result 
of its experience.

Example: equiprobable random policy

Value Function: the expected return when starting in s and following 𝜋 thereafter.

Relationship:

Objective: find the optimal policy, which maximizes cumulative discounted reward 
(value function).



Exploitation and Exploration
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Greedy actions: the action whose estimated value is greatest in one step.

Exploitation: select one of the greedy actions. It is the right thing to do to maximize 
the expected reward on the one step.

Exploration: select one of the non-greedy actions. It may produce the greater total 
reward in the long run.

The need to balance exploration and exploitation is a distinctive challenge that arises 
in reinforcement learning.

𝜺-greedy policy: choose greedy actions most of the time, but every once, with small 
probability 𝜀, randomly select an action from action space.



Bellman Optimality Equation
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The optimal action-value (Q-value) function Q* is the maximum expected cumulative 
reward achievable from a given (state, action) pair:

Intuition: if the optimal state-action values for the next time-step Q*(s’, a’) are known, 
then the optimal strategy is to take the action that maximizes the expected value of 

Value Iteration.

The optimal policy:

Bellman equation expresses a relationship between the value of a state and the values 
of its successor states.



Part II: Q-Learning: Model-Free RL



Monte Carlo Methods
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Question: What if we do not know the environment?

Monte Carlo methods are ways of solving the reinforcement learning problem based on 
averaging sample returns. The only requirement is the experience — sample sequences of 
states, actions, and rewards from actual or simulated interaction with an environment.

As more returns are observed, the average should converge to the expected value.



Incremental Implementation
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Recall: about the expected return
The state-value function for policy 𝜋 is the expected return when starting in S=s and 
following 𝜋 thereafter.
The action-value function for policy 𝜋 is the expected return when starting from S=s, 
taking the action A=a, and thereafter following policy 𝜋.

Question: How these expected returns can be computed in a computationally 
efficient manner?

Solution: Incremental implementation



Q-Learning: A Temporal-Difference Learning Method
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Question: What if some applications have very long episodes so that delaying all 
learning until the end of the episode is too slow?

Solution: Temporal-Difference Learning. Whereas Monte Carlo methods must wait 
until the end of the episode to determine the increment to value functions, TD 
methods need to wait only until the next time step.



Result: Q-Learning
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Part III: The 1st DRL Algorithm: Deep-Q Learning



From Q-Learning to Deep Q-Learning
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Question: What if there are large number of states, or even infinitely many states?

Solution: Use a function approximator to estimate the action-value function.

Example: Neural Network.

Universal Approximation Theorem: A feedforward network with a single layer is 
sufficient to represent any function, but the layer may be infeasibly large and may 
fail to learn and generalize correctly.

If the function approximator is a deep neural network, we call the algorithm as the 
deep Q-learning.



Value Function Approximator: Neural Network
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Input: 
images

Output: 
actions

Convolutional Neural Network (CNN)



Value Function Approximator: Neural Network
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Multilayer Perceptron (MLP)



SGD: Solving for Optimal Policy

17

Loss Function:

Backward Progress:

Question: The data is not independent and identically distributed.

Solution: Experience replay!

Experience Replay: 
- Continually update a replay memory table of transitions (s, a, r, s’) as game  

(experience) episodes are played
- Train Q-network on random minibatches of transitions from the replay memory, 

instead of consecutive samples



Algorithm: Deep Q-Learning with Experience Replay
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SGD: Solving for Optimal Policy
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Loss Function:

Backward Progress:

Question: The training progress is nonstationary! The target for Q(s, a) depends on 
the current weight θ.

Solution: Use a slow-moving “target” Q-network that is delayed in parameter 
updates to generate target value labels for the Q-network.



Algorithm: Deep Q-Learning with Experience Replay
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Results: Cart-Pole Experient
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Results: Cart-Pole Experient
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Part IV: Further Discussion



More RL Algorithms
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Question: What if there are a large number of actions, or even infinitely many actions?

Solution: There are some other DRL algorithms can handle this situation.
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Thanks for Listening
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